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Abstract

Recent advances in low-endopessor and network tegology have made it possible taildl a
“supercomputer” out of commodity components W&elop simple models of theANS Rirallel
Bendimarks vesion 2 (NPB 2) to>plore the cost/performanceatiie-ofs involved in liilding a
balanced paallel computer supporting a scientific workloade \d&elop closed formxpressions
detailing the number and size of megsasent by eacbentimark. Coupling these with measdr
single pocessor performanc@etwork latencyand network bandwidth, our modelggict benb-
mark performance to within 30%. A comparison based on total systemeeealsrthat curent
commodity teenology (200 MHz Bntium Pos with 100baseT Ethernet) is well balanced for the
NPBs up to a total system cost oband $1,000,000.
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1.Background

Traditionally, scientific computing has been done ogéar
expensve supercomputers. This has beearranted by
requirements on processing speed and menasryvell as
I/O capacity Within the last yearCPU speeds of com-
modity processors ke increased to the point whereythe
are interesting to run scientificorkloads. IBr example, 25
MFLOPS was attained running a particulaASN Parallel
Benchmark on a 200 Mhz Pentium Pro. By comparison,
one node of the IBM SP2 parallel supercomputer/&$ N
(the Numerical Aerospace Simulatiomddity at NASA
Ames Research Center) aclie 65 MFLOPS perfor-

sibly thousands of nodes. Other commodity computing
projects such as Bealf [5] have been started recently
but these comprise on the order of 16 to 64 nodes, and do
not address the scale we are interested in. A related goal is
the deelopment of scalable system sadive such as par-
allel file systems and schedulers to support the scientific
workload typically run at our site.

Unfortunately the parameter space for such a cluster is
quite lage, comprising at least CPU type, amount of mem-
ory per node, netark technology/topologyand operating
system. Although one of our goals is t@kiate diferent
choices from these components, clearly we could not try

mance. Thus, about 1/3 performance of the SP2 could beévery combination. Thus we deloped simple models of

achived at a significantly lger cost per node. Memory
and disk prices h& dropped along with processor prices,
enabling the assembly of awerful processor node with
adequate memory and storage, atve fice. At the time
this paper s written (late 1997), a 200 Mhz Pentium Pro
system with 128 ngabytes of memoryand 4 Gigbytes

of disk cost on the order of $2000. In addition, the price of
networking hardvare for commodity netarks such as

the NAS Parallel Benchmarksersion 2, as these are rep-
resentatie of our taget workload. These are parameter-
ized by netwrk lateny and bandwidth, single node
performance, number of nodes, problem size, and hard-
ware cost, and alle the comparison of the performance of
different technologies, e.g.ast Ethernet vs. Myrinet, at a
given cost.

Fast Ethernet (100baseT) has also dropped, enabling the2 The Communication Models

cost-efective interconnection of thesewerful nodes.

Another major &ctor enabling the construction of scien-
tific computing clusters out of commodity PC compo-
nents, is theailability of message passing libraries, such
as MPI. These are used in application programs tevallo
the utilization of seeral nodes, and makthe cluster
appear as one lge system, rather than a collection of dis-
parate components. These libraries use the arkimg
facilities praided by the underlying operating system.
Each node runs an independentycaf the OS. Aside
from the capabilities praded by the message passing
library, and routing information contained in system
tables, each node is olibus to the dct that it is con-
nected to seeral others to form a lge system.

In addition to the cost adntage of commodity PC clus-

ters aver traditional supercomputers, there are other bene-

fits as well. First, since tlye are constructed from

commodity parts, these PC clusters are much more easily

tailored to fit a gien workload. Second, most supercom-
puter \endors hee either gone out ofusiness or been pur-
chased by other companies in the last fgears. The
ability to harness similar computingyger from commod-
ity components constitutes agiee of insurance that such
a capability will continue to bevailable.

We initiated the Whitng project to put together a cluster
of commodity personal computer nodes with the goal of
supporting a scientific @rkload using hundreds, and pos-

We develop models for the three application benchmarks,
BT, SR and LU. All are devied from the MPI codes spec-
ified in version 2 of the NS Parallel Benchmarks [1].
Unless otherwise specified, we use the foifig notation

for our models:

n - grid dimension sizef benchmark
p - number of processors

| - message lateyién microseconds (assumed to be
constant)

b - message bandwidth in gebytes per second
(assumed to be constant)

We will also use a functiomsgtimewhich is parameter-
ized byl, b and message size (in bytes), andaiet fs sim-
ply (1/2000000) + (message siz®)f(1048576). Havever,

in the interest of braty, thel andb parameters are omitted
in the use of the functiomsgtimein the models. Note that
all words are eight bytes long, so this will beaatér in all
the message lengths.

2.1 BT

This code implements an ADI (Alternating Direction
Implicit) solution of five nonlinear partial diérential
equations. The Beam-akming approximateatctorization
yields a product of three matrices (one for eacysiaal
dimension) which are werted sequentiallfEach matrix in
turn contains a lge number of block-tridiagonal equa-



tions (with five by five blocks), one for each grid line. The
general form of the equation at timestep t ieegibelov.
The aforementionedattors areX,Y andZ. Q is the flav
quantity \ector comprising fi@ plysical quantities per
grid point (density three momentum components and
enegy). R is a matrix of source terms dexd from the
solution at the prgous timestep. Details may be found in
[4].

(XYZ)AQ = R

Each timestep wolves the follaving three steps. First, the

R matrix is computed. Mé the X, Y andZ matrices are
“inverted. Finally, Q is updated. The stepsvolving
interprocessor communication are the computation of the
R matrix, and “iversion” of theX,Y andZ matrices. These
will be captured by the model.

A grid of size n® is distrituted among the processors
using the multi-partition method [3]. Figure 1 s®the

In the multi-partitioning, a processor has the same neigh-
bors in each of the three coordinate directionsept

when the processor is on the edge of the grid (where it
missing the neighbor that has been “wrapped around” to
the opposite edge of the cube). Thus, each communication

is scaled by a “batchingétor” of./p—1.

Each line has a corresponding block tridiagonal matrix
solve associated with it. The basic form of the equation
used to sole theX, Y andZ matrices is;

Bou0 + Coulz fO

Ajuj—1+ Bjuj+Cjuj+1:
A

n—1un—2+Bn—1un—1:

Fi
f

(1<j<n-=-2)
n-1
where A, B;, Ci are dense f by five matrices. The

solution for each of the threadtors inolves a forvard
pass in which Gaussian elimination is used to render the

multi-partitioning of a grid among nine processors. The block tridiagonal matrix into one in which there are ones
grid is partitioned into logical three by three by three on the main diagonal (actually &by five identity matri-
cubes of grid sub-blocks, and each processor is responsi-ces), and fig by five blocks on the upper diagonal only

ble for update ofQ-values on three partitions. Note that
the cube has been “sliced” to shthe partitioning.
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FIGURE 1. Multi-partitioning of n by n by n grid
on nine processors: hatch pattems indicate
processor anership

Each grid line must be sa@d sequentiallybut it may be
worked on independently from other grid lines. Each pro-

cessor geta4/ p grid lines to verk on, and./p proces-
sors cooperate on each line sIThe line soles are
pipelined in the sense that each processwksvon seeral
different sets of grid lines, and thus caorkvon one set of
grid lines, while vaiting for completion of communication
corresponding to another set.

The updating of th& matrix involves 13 point dference
stencils due to a fourth order artificial dissipation term.
Thus, tw neighboring points, each consisting ofefiv
quantities, will hae to be receed to updatdr on all the
grid points on the sixaces of each partition ¥med” by
each processoNote that for apdirection, a processor can

batch together all the data it needs to send to its neighbor

(zeros elsehere). Then, a back-substitution pass is done
to sohe foru.

In the forward pass, each matrixwds used to do Gauss-
ian elimination on the m& row. Thus, for each point on
the interfice between tavcubes (belonging to neighboring
processors), a processor must communicateeabfjvfive
matrix of pvots, and a right hand sideator of length fie

to the processor thatvms the neighboring partition. In the
backward pass, a& vector of length fie is communicated
to sole for theu in the preious rav. Each communication
is done three times (once &Y andZz), and with a multi-

plicity of /p—1 per grid line.

We can nw write davn a cost model for the communica-
tion in one iteration of BTThe total is:

2
O 0 0
6 Cmsgtime{/p — 1)81—[(2 (5 [B)+
O oPO 0
2
0 O
3./p- 1)msgtime%"—[(2 {25+ 5) (B)O+
mPO O

2
0 0

3(/p— 1)msgtime-A(2 (5 (8)]
PO 0

where the first line is for th& matrix computation, the

second line is for th&, Y andZ forward soles, and the
last line is for the back-substitutions.



2.2 SP 2 are needed to updatenrd. In particular the transformed
upper diagonal cofifients from each mw are required. In
SP is closely related to BTt takes the Beam-W@fming addition, the piots corresponding to the three systems
approximate dctorization a step further by applying the (associated with the three unique eigi#ues) are commu-
diagonalization technique of Pulliam and Chaussee [4]. nicated in the same step. Thus, for each point on the inter-
This applies a similarity transformation, and adds a fourth face between tw cubes (belonging to neighboring
order numerical viscosity to change the block tridiagonal processors), a processor must communicate eécoefi-
system into fie uncoupled scalar penta-diagonal systems. cients, and tw right hand sideactors of length fig, to its
In addition, the eigeralues (and hence the matrix doef neighbor in the multi-partitioning. In the backwd pass, a
cients) corresponding to three of the systems are identical.u vector of length fie is communicated to s@\for u in
Thus only three of the fevsystems need to be sedy for the preious rav. Each communication is done three times

five different right hand sides. (once forX, Y andZ), and./p— 1 per grid line.

The general form of each of the systems\eigibelav.

-1 -1 A
HXT, T YT, T2T, HAQ = R

We can nw write davn a cost model for the communica-
tion in one iteration of SH he total is:

2
O O O
_ _ _ o 6 [msgtimet(/p— 1) EA-C(2 5 (B)0+
The T matrices are associated with the similarity transfor- a0 opPO O
mation, and their werses are kivan. Only theX, Y andZ 2
. . . . [l [l
matrices (which represent set of independent scalar penta- 3 [7./p— 1)msgti me%%:((lZ +10) B)O+
diagonal equations) need to be numericalseited. Each PO O
timestep of SP uses the same three steps used in each 2n 0
timestep of BT In addition, the multi-partition method is 3 [(JE—l)msgtime%lE(Z (6 8)0
used just as in BTand the allocation of grid lines to pro- mPO O
cessors is identical. Inat, the computation of thR

matrix, and the updating @@ is done ractly the same  where the first line is for th® matrix computation, the
way as in BT The only diference lies in the irersion of second line is for th&, Y andZ forward sohes, and the
theX, Y andZ matrices. last line is for the back-substitutions.

In SP each grid line has three scalar penta-diagonal sys- Note that the SP and BT models are pessimistic in that

tems of the form ahe to sole. The basic form of thé, Y they assume nowerlap between computation and commu-
andZ matrices is; nication.

cou0+d0u1+eou2 = fo
blu0+clul+d1u2+e1u3 = f1

aUi _p+bju g Uit di g el o

2.3 LU

The LU benchmark finds a steady state solution to the

=f (2=isn-3) same set of partial dérential equations as BT and, ®Bt
8 _oUn_4t by _oUp_3tC_oun_ 5 uses the symmetric s_ucc_e&sloler-relaxatlon .(SSOR)
+d u = f algorithm. After discretization, the system of linear equa-
n-2"n +1b n-2 N tions is:
A-1Yn-3"Pn_1Yn-2"C%-1Y-1
=f._1 KAU = R

where a, b, c, d., e are scalars. The solution for each The matrixK has a sparse block-banded structure with

A o seven bands, and févby five blocks. The constituent equa-
of the threedctors inolves a forvard pass in which Gaus-  tjon associated with grid pointj(k) is given by the fol-

sian elimination is used to render the scalar penta-diagonal|owing, in whichi, j and k range from 2 ton-1, the

matrix into an upper diagonal matrix withdwpper diag- matricesA,B,C.D E,EG are fie by five, and AU andR

onals, and ones on the main diagonal. Then, a back-substi- ] )
tution pass is done to selforu. are \ectors of length fie. Note that function alues at

points on the edge of the grid arepk fixed (boundary
In the forvard pass, Gaussian elimination is used to elimi- conditions).
nate the coéitientsa; andb; on row i. Both rawsi-1 andi-
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TheK matrix can be written as the sum of wéw triangu-
lar matrix, Y (Y;;k=Aijk*Bijk*tCijk), D (the diagonal),
and an upper triangular mat@x(Z; ; ,=E; ; k+Fi  k*Gi j x)-

The SSOR scheme selvthe systemXAU = R, where;

X = w(2-=w)(D +wY)(l +WD_12)

andw is a specified werrelaxation constant. Thus each
SSOR iteration comprises the fallmg steps. Communi-
cation is required in allui the last step.

1. Formation of the right hand side
2. Generation and solution of thealer triangular system
(D + WY)AU1 =R

3. Generation and solution of the upper triangular system

(I + WD_lz)AU =AU,

4. Solution update

U+ —t
U= U+ o siu

The xy plane iswenly partitioned among a number of pro-
cessors equal to awer of two, and each gets antical
“pencil” comprised of all the grid points enclosed by its
partition, and the z axis.The partitioning of the grid among
sixteen processors is illustrated in Figure 2 Wwelo

Z
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y | OI T 1| T 2| T 3|
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I |
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FIGURE 2. Partitioning of 3D grid in LU

The right hand sid&k matrix update is completed first.
Each point is updated using a thirteen poinfedénce
stencil, which is required for the numerical fourth order

dissipation added as in BT and.SmPus each processor
must recaie two planes of data from each of its neighbors.

Each plane haan/A/f) points.

For the laver and upper triangular solution phases, each
processor wrks on a plane of data (with &g z) at a time.

In the lover triangular phase, when a procesyds done
with a plane, it communicates the east and north edges to
its neighbors, which can thenovk on their respeaté
planes. In addition, in accordance with the recurrence con-
straint, processag can then compute the plane abdhe

one it just completed. dTillustrate, in the cube sha
above, processor 0 starts on its bottom plane first (while
other processorsait). The computation proceeds up and
across the cube in pipelinashion as follas. At a gven
time, processor 0 ks on plane=k, while processors 1
and 3 vork on planez=k-1, processors 2, 4, and &tk on
planez=k-2, processors 5 and 7ovk on planez=k-3, and
processor 8 wks on planeg=k-4.

In the upper triangular phase, the computation proceeds in
the opposite direction. When processpis done with a
plane, it communicates the west and south edges to its
respectie neighbors on these sides, and then the neighbors
can work on their planes. Procesgpcan then wrk on the
plane belar the one it just completed. Thus in the cube
above, processor 8 starts on its top plane first (while other
processors wit). The pipeline then proceedswio and
across the cube as folls. At a gven time, processor 8
works on planez=k, while processors 5 and 7ovk on
planez=k+1, processors 2, 4, and &k on plane=k+2,
processors 1 and 3ork on planez=k+3, and processor 0
works on plang=k+4.

The communication wolved in both lever and upper tri-

angular phases is identicaloFeach plane, n/./p
points are communicated in each obtdirections. This is
done for a total oh-2 planes in each processofpencil”
partition.

We can nw write out the cost model for communication
in one iteration of LU. The total is;

4 Omsgti me((n2/ J/p) (2[5 [B)
+ 2n Cnsgtime((n/ «/p) [5 [B)

where the first term is for the right hand side computation,
and the second term totals the communication for the
lower and upper triangular solution stepse Wnore the
pipeline fill time. Note that if the number of processors is
an e/en paver of two, e.g., sixteen, then this model is



exact. If the number of processors is an oda/groof two,

then the model is still approximately correct.

3.The Owerall Models

Each of the communication models describedvabman
now be used as a component of aerall model of MS
benchmark performance. In particular we will germod-

els for class A, B and C sizes of the benchmarks as
described in [1,2]. dble 1 shws the grid size in each of

4.Model \erification

NAS benchmark performance numbers for, BO and SP
were measured on a four processor PC cluster with all four
nodes plugged directly into ast Ethernet switch.dr all

the measurementns,is 64 (class A)p is 4,b is 8 (MB/s)
andl is 190 (us). These were compared to the model pre-
dictions. Results, as well as the parameteasdm, are
given in Table 3. The models predict timings within 20-
30%. In addition, the codes were profiled to detail the
number and size of each message sent. Referring back to

the three coordinate directions (the parameten the
communication models), andafile 2 shas the iteration
counts for the application benchmarks.

class BT LU SP
A 64 64 64
B 102 102 102
C 162 162 162

TABLE 1. Grid size

class BT LU SP
A 200 250 400
B 200 250 400
C 200 250 400

TABLE 2. Iteration counts

We naw give additional parameters needed for therall
models:

f - Mops/s (millions of operations/second){peoces-
sor performance- approximated as single node class A
performance

i - the number of iterations fronalble 2

m - the total Mops required to complete the benchmark
- printed out at the end of each benchmark run

In order to simplify the models, we assume that the bench-
marks are completely parallelizable. Although this ignores
the serial fraction from Amdalsl’'law, the approximation

is close to realityespecially on the lger classes. ¥can

nowv write the werall model for the xecution timet in
terms of the parameters and the communication model,

m - f- runtime  runtime

Mops Mops/s (model) (actual)
BT 168289 23.67 1810.09 2439.33
LU 119299 30.90 996.304 1337.43
SP 85006 18.97 1182.63 1645.81

TABLE 3. Model timing comparison (seconds)

its model, BT has three message sizes (call them a, b and
c). Tables 4 and 5 shoa comparison between the mes-
sage size and counts predicted by the model, and measured
by the profiling The error is 6% or lesSimilar results are

message model actual error (%)
a 81920 81920 0
b 245760 261360 6
c 40960 43560 6

TABLE 4. BT message size comparison (bytes)

message model actual error
a 4800 4848 1
b 2400 2412 0.05
c 2400 2412 0.05

TABLE 5. BT message count comparison

found for LU and

SP

5.Using The Models Br Prediction

comngn,p,b,).

_m_.
t = fp+| Ccomm(n, p, b, 1)

5.1 Rerformance Prediction

Equipped with alidated models, we mo explore the
effects of \arying diferent technology components. The
nodes of the system on which the predictions are based are
single processor 200 Mhz Pentium Pro PCs, each with an
ASUS dual processor motherboard, 128gitetes of



memory Natoma PCI chipset, and 2.5 @lyte IDE hard
drive. All performance predictions to folloare for class
C benchmarks.

Figures 3, 4 and 5 sthwithe efects of success increases
in processor performance on BOU and SP respewsly.
In each case, the top cerlias the performance of our base

system on the benchmark. It is clear from the graphs that

increases in processor speed on the orderaaftarfof two
have a dramatic &ct on benchmark performance. As
technology changes, such increases aqmedaed eery
year to 18 months. Thus the casvshav what we can
expect wer the ngt few years.

Figure 6 shas the efect of netvork bandwidth on BT
performance. The top cwe\s for typical 10baseT band-
width. The n&t cure represents the performance of cur-
rent Fast Ethernet. This first jump has thegkst efect.
Increasing bandwidth end that of Bst Ethernet (and
leaving processor speed and netw latengy constant)
does not hee much dect on performance. Similar graphs
can be obserd for LU and SP

Figure 7 shwis that \arying lateng from the 10baseT
value has en less déct than arying bandwidth (while
holding other &ctors constant) on LU performance. Simi-
lar cunes can be obsezd for BT and SP

5.2 Cost/perbrmance Prediction

sibly connected to other switchesorFeach node going
into a switch, we assume an intavitch link of equal per-
formance, i.e., the same technology as the node to switch
link. In this simple topologyeach node uses a single inter-
face card. As described earli@ur nodes are 200 Mhz
Pentium Pro based PCs. Our latest price for these is
$2380.

In the figures to folley, we will compare the cost/perfor-
mance of Bst Ethernet and Myrinet. These graphs will
compare Bst Ethernet and Myrinet performance ateqgi
system cost, and compare this to a system with an ideal
network with infinite bandwidth and no latgnat this cost

(for this system, we assume the netiis free, and hence,
we use the base node cost of $2380). Figure &shav
mary nodes can be bought if the cluster ratnis based

on Fast Ethernet or Myrinet. As indicated irable 3,
Myrinet is somwhat more gpensve than st Ethernet.
Figure 8 can be used for cross-referencing when interpret-
ing the cost/performance comparisons to fallo

Figures 9, 10 and 11 comparasEEthernet and Myrinet to
ideal netvark performance at agn cost for BTLU and

SP respectely. The closer the performance of aag net-
work is to ideal at a gen cost, the more balanced it is for
the application at that costoFall three applications,ast
Ethernet preides a more balanced system up to a certain
cost range, after which Myrinet is bettBor BT, systems

up to about $5 million in cost are betterf @fith Fast
Ethernet. Referring to Figure 8, this includes systems up to

We can also use the models to predict cost/performanceabout 1600 nodes in sizeoFLU, the crosseer point

(Mops/s/$) for arious technologies. In particulave are
interested in comparing netvk technologies for Whitye
our cluster of Pentium Pro nodeseWill compare Bst
Ethernet to Myricons Myrinet technologyFast Ethernet

is more of a commodity than Myrinet, and is cheaper
However, Myrinet is capable of gapit/s speeds. A com-
parison of the te technologies using our most recent
price quotes, and MPI ping-pong tests igegiin Table 6.

100baseT  Myrinet
bandwidth (MB/s) 8 98
latengy (us) 190 18
switch cost per port ($) 285 123.12
interface card cost ($) 100 1280
cable cost (%) 10 133

TABLE 6. Comparison of Fast Ethemet (100baseT)
and Myrinet

The netvork architecture we assume for the comparison

drops to about $3 million or systems up to 1000 nodes in
size. For SR the crosseer point drops to about $1 million,

or systems up to about 400 nodes in size. Note that
because Myrinet is moregensve than st Ethernet, the
equvalent Myrinet-based system at the cressopoint

has fever nodes. These graphs clearlywshbat netvork
performance is not the only consideration in specifying a
system. Both the application, and thedfeted cost (sys-
tem size) are alsoevy important.

Earlier, we shaved that for BT LU and SP processor
speed was the most importanactor (compared to netsk
bandwidth and lateny affecting system performance.
Thus, as a finalx@eriment, we &nted to see ko Fast
Ethernet compared to Myrinet if processor performance
was twice what it is todayigure 12 shaes that the cross-
over point for BT is approximately 40% of that of Figure
9, when processor performance is doubled. Simifacesf
can be seen for LU and SBnce agin, this points to the
fact that for current 200Mhz Pentium Pros and small sys-
tem sizes, Myrinet does not pide as much balance as

has each node going into a switch, and each switch is pos-



Fast Ethernet. Doubling the processor performance brings
Myrinet into balance at smaller system sizes.

6.Summary and Future Work

We hare developed mathematical models for the commu-
nication irvolved in each of the AS application bench-
marks, BT LU and SPWe used these as a component in
simple models of NS application performance in which
the code was assumed completely parallelizable (no
Amdahl’s serial fraction). These models wererified
agpinst actual performance of the benchmarks on a four
processor PC clusteand we sheed that the model is
accurate to within 30 percent.

The models were then used to madweral interesting

2.0", Report MS-95-020, M\SA Ames Research Center
1995.

[2] Bailey, D.; Barszcz, E.; Barton, J.; Braing, D.;
Carter R.; Dagum, L.; Btoohi, R.; FineberS.; Frederick-
son, P Lasinski, T; Schreiber R.; Simon, H.; ¥n-
katakrishnan, V¥ Weeratung, S.: “The MS Parallel
Benchmarks®, Report RNR-94-007, ASA Ames
Research Centet994.

[3] Naik, N.H.; Naik, VK.; Nicoules, M.: “Rurallelization
of a Class of Implicit Finite Dierence Schemes in Com-
putational Fluid Dynamics)nternational Journal of High
Speed Computing,dl. 5, No. 1, pp.1-50, 1993.

[4] Pulliam, TH.: “Notes on Solution Methods in Compu-
tational Fluid Dynamics”, based on notes frononv

predictions. First, for these applications, processor speedK’arm’an Institute Br Fluid Mechanics Lecture Series,

affects performance much more than matwbandwidth
and lateng. In fact the latter tw factors only hae an
effect when jumping from 10baseT to 100baseT speeds.
Further increases Wa little efect. Second, we shed
that cost is an important consideration when deciding what
sort of system toly. In particulay we shaved that gen
though Myrinet has superior performance characteristics
compared to &st Ethernet, for current Pentium Pro pro-
cessor based systems, it does nowide better perfor-
mance until the system getsdarenough. In the case of
BT, the crosseer point is about 1600 nodes.vén current
processor speeds, Myrinet does notfe for a balanced
system until there are enough nodes. Aseeted, if pro-
cessor speed doubles, our models predicted thatabte F
Ethernet/Myrinet cross@r point is cut to less than half.

In future work, we plan to deelop communication models
for the other M\S benchmarks, theeknels CG, EFFT, IS

and MG. W also plan to westicate other netark tech-
nologies such as fiber channel, and abig Ethernet.
Finally, we plan to incorporate aspects of SMP systems
into our models.
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